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Abstract—Assertion inference techniques aim at automatically
inferring sets of program assertions that capture the exhibited
software behavior, often by generating and filtering assertions
through dynamic test executions and mutation testing. Although
powerful, such techniques are computationally expensive due to
the large number of mutants that require execution. In this
study, we introduce the notion of Assertion Inferring Mutants,
and demonstrate that these mutants are sufficient for assertion
inference and correspond to a small subset (12.95%) of the
entire mutant set. Moreover, these mutants are significantly
different (71.59%) from Subsuming Mutants that are frequently
cited by mutation testing literature. We also show that Assertion
Inferring Mutants can be statically approximated via a learning-
based method. Given the widespread adoption of encoder-decoder
architecture for prediction tasks, we demonstrate that it predicts
Assertion Inferring Mutants with 0.79 Precision and 0.49 Recall.
Its evaluation on 46 projects showcases that it enables a compa-
rable inference capability (missing only 12.49% assertions) with
a complete mutation analysis, while significantly reducing the
execution cost (achieving 46.29 times faster inference). Moreover,
it enables assertion inference techniques to scale on subjects
where complete mutation testing is prohibitively expensive and
other mutant selection strategies do not lead to an acceptable
assertion inference.

I. INTRODUCTION

Software specifications aim at describing the software’s

intended behavior, and can be used to distinguish correct

from incorrect software behaviors. While these are typically

described informally (e.g., via API documentation), speci-

fications become significantly more useful when expressed

formally as executable constraints/specifications. Executable

specifications are typically expressed as code/program asser-

tions for various program points, such as method preconditions

and postconditions, that must hold true at the correspond-

ing program points during execution. Program assertions are

known to be useful in many software engineering tasks, e.g.,

test generation [15], [51], bug finding [33], [40] and automated

debugging [16], [34], [44]. However, they are tedious to write

and maintain, and as a result developers often elude providing

them [8], [55].

To address this issue, different techniques that automatically

infer assertions for specific program points have been pro-

posed [37], [38], [50]. These techniques generate candidate

assertions, and use dynamic test executions to determine

which assertions are consistent with the behavior exhibited

by a provided test suite, and mutation testing to discard

ineffective/weak assertions that are unable to detect artificially

seeded faults (mutants), i.e., assertions that are never falsified

during mutants’ execution. Though powerful, these techniques

are computationally expensive due to the large number of

assertions to analyze, and the large numbers of tests and

mutants that have to be executed. The problem is further

escalated when working with large programs, as the number

of mutants grows proportionally to the program size. For

instance, the state of the art technique SpecFuzzer [37] times

out (requires more than 90 minutes to run) in programs with

180 lines of code.

To reduce the computational demands, it is imperative to

limit the number of mutants involved (fewer mutants result in

fewer executions). Interestingly, we find that the majority of

the mutants used by the existing assertion inference techniques

are redundant. This implies that discarding these mutants

does not impact the quality of inferred assertions. We thus

introduce the notion of Assertion Inferring Mutants, the subset

of mutants produced by a mutation testing tool that is sufficient

to effectively identify relevant candidate assertions (i.e., the

assertions that fail at least once on mutants).

We demonstrate that Assertion Inferring Mutants represent

12.95% of the mutants generated by Major [28] (the mutation

testing tool employed in previous studies), allowing for drastic

assertion inference overhead reductions. At the same time,

Assertion Inferring Mutants are significantly different from

Subsuming Mutants (which have been studied in the literature

[23], [42] and have been shown to improve efficiency) with

71.59% of Assertion Inferring Mutants not being subsuming.

This implies that subsuming mutant selection techniques are

ineffective for assertion inference, as they would miss many

assertions (48.53% assertions missed, according to our results).

Thus, we explore learning-based approach to statically

identify Assertion Inferring Mutants given their contextual

information. In particular, given the widespread adoption of

encoder-decoder architecture [29] that has been established to

accomplish many software engineering tasks [5], [21]–[23],

[49], [54], we employ it to learn the associations between

mutants and their surrounding code with respect to the as-

sertion inference task. This implies that our learning scope

is the area around the mutation point that locally identifies

the mutants that are most likely to be useful for assertion

inference. We follow the architecture design proposed by the
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previous studies and refer to it as Seeker1 throughout this

paper. It operates at the lexical level, with a simple code

pre-processing that represents mutants and their surrounding

code as vectors of tokens with all user-defined identifiers

(e.g., variable names) replaced by predefined and predictable

identifier names. This representation allows us to restrict the

learning scope to a relatively small number of tokens around

the mutation points enabling inter-project predictions. We

train the encoder-decoder architecture on code fragments and

extract code embeddings. These embeddings are learned with

corresponding labels using a classifier [9] to enable prediction.

We evaluate Seeker’s ability to predict Assertion Inferring
Mutants on a set of 46 programs, composed of 40 programs

taken from previous studies [37], [38], [50] and 6 large

Maven projects taken from GitHub, to evaluate scalability. Our

results demonstrate that Seeker can statically select Assertion
Inferring Mutants with 0.79 Precision and 0.49 Recall, overall

yielding 0.58 MCC2.

Surprisingly, by performing assertion inference based only

on Seeker’s predicted mutants (instead of all mutants), we

reduce assertion inference time (wall clock) by 46.29 times

with only 12.49% assertion missed. Additionally, when com-

paring with randomly selected sets of mutants (same number

as those selected by Seeker), we observe a clear advantage of

Seeker in terms of effectiveness, i.e., Seeker enables inference

of 36% more assertions while consuming an approximately

equal amount of execution time as Random Mutant Selection.

More importantly, since Seeker selects a few mutants, it

enables assertion inference technique SpecFuzzer to scale by

allowing its operation on our considered 6 real-world subjects,

where a complete mutation testing is prohibitively expensive.

In half of these subjects, Random Mutant Selection does not

lead to any assertion inference and is subsumed by Seeker in

the other half of the subjects.

II. BACKGROUND & RELATED WORK

A. Specification Inference

Software specifications are descriptions of the intended be-

havior of software. They are crucial for determining if software

behavior is correct. The provision of software specifications is

strongly related to the oracle problem, i.e., the problem, in

the context of software testing, of determining whether the

results of program executions are coherent with the desired

behavior of the program [7]. Though specifications are typ-

ically expressed informally (e.g., via API documentations),

when these are expressed more formally as a set of executable

constraints/assertions, they have powerful applications in many

software engineering tasks such as software design [36],

software testing [4], [19], and verification [14], [20].

1The name Seeker comes from a seeker’s role to search for and catch the
Golden Snitch, in the fictional sport of Quidditch invented by the author J.K.
Rowling for her fantasy book series Harry Potter [46]. In the context of our
study, Seeker searches for (seeks) Assertion Inferring Mutants.

2Matthews Correlation Coefficient (MCC) [56] is a reliable metric of the
quality of prediction models [47], relevant when the classes are of different
sizes, e.g., 12.95% Assertion Inferring Mutants in total (in comparison to
87.05% low utility mutants), for subjects in our dataset.
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Fig. 1. Assertion Inference via Dynamic Test Execution & Mutation Analysis

The specification inference problem consist of automatically

generating specifications from existing software artifacts, e.g.,

documentation, source code, program executions, etc. At the

source code level, formal program specifications are composed

of a set of (executable) assertions for various program points,

such as method preconditions, postconditions and invariants,

that must hold true during program execution, at the corre-

sponding program points. In this paper, we focus on postcon-
dition assertions, i.e., assertions that state the properties that

are expected to hold after a given method is executed.

Figure 1 depicts the typical process of existing assertion

inference techniques [37], [38], [50]. First, the assertion gen-

eration step, based in general on a search-based algorithm (e.g.

GAssert [50] and EvoSpex [38] use evolutionary search algo-

rithms, while SpecFuzzer [37] uses fuzzing), produces a set of

candidate assertions for a given program/method. Second, the

program’s test suite (given as input or automatically generated)

is executed to determine which of those assertions are coherent

with the behaviors currently exhibited by the program. Lastly,

the non-falsified assertions (i.e., those that are coherent with

the test suite executions) go through a mutation analysis step

for filtering out weak assertions. Here, a non-falsified assertion

that is also coherent with all the mutants’ execution of a

given program, is considered to be weak because it is unable

to distinguish between the original and the mutated program

behaviors, and is hence discarded. The inferred assertions are

the ones that are coherent with the current program behavior

but are falsified by the behavior of buggy programs (i.e., they

kill at least one mutant).

Modern assertion inference techniques take on Daikon [17],

a well-known dynamic technique that infers assertions by

monitoring test executions. Given a program under analysis

and a test suite, Daikon execute the tests, monitors the pro-

gram states at various points, and then evaluates candidate

624



assertions, obtained by instantiating assertion patterns on the

program states. Those assertions that are never falsified by

any test at a given program point are reported as likely

invariants at the program point. As Daikon does not use

mutation analysis or any other sophisticated mechanism to

detect irrelevant/redundant assertions, it often report many

assertions that can be weak or redundant with respect to other

reported program assertions [37].

GAssert [50] and EvoSpex [38] are assertion inference

techniques based on evolutionary search algorithms. Similar to

Daikon, these tools execute a test suite of the program under

analysis and observe the execution in order to infer assertions

that are consistent with the observations. By favoring shorter

assertions during evolution, and also favoring assertions that

are able to detect buggy behaviors via mutation analysis,

these techniques are able infer shorter and stronger assertions,

compared to Daikon. However, as the components of the

evolutionary process are specifically designed to handle the

assertion languages these tools support, changing or extending

these languages implies redefining evolutionary operators and

other elements of the process, which is non-trivial.

SpecFuzzer [37] is another assertion inference technique

which infers assertions through a combination of static anal-

ysis, grammar-based fuzzing, and mutation analysis. First,

it uses a lightweight static analysis to produce a grammar

for the assertion language, which is tuned to the program

under analysis. Second, it uses a grammar-based fuzzer to

generate candidate assertions from the grammar. Then, a

dynamic detector determines which of those assertions are

consistent with the behavior exhibited by a provided test

suite. Finally, SpecFuzzer eliminates redundant and irrelevant

assertions using a selection mechanism based on mutation

analysis. A salient feature of SpecFuzzer is that developers can

adjust the produced specifications by tuning the grammar, as

opposed to making changes to a search algorithm, as GAssert

and EvoSpex would require.

It is worth remarking that all of the above described

techniques infer assertions from the current program behavior,

which may not necessarily be the intended program behavior,

if the program is incorrect. Inferred assertions are useful for

many tasks, including regression and differential analyses, as

well as for program understanding.

B. Assertion Inferring Mutants

Steps 2 and 3 from Figure 1 show that the generated

candidate assertions undergo a two-step filtering process. In

step 2, assertions that are falsified when running the test

suite of a target class C are discarded, since these are invalid

assertions not satisfying the legit program behaviour exhibited

by the test suite execution. Though important to identify valid
assertions, such filtering is not enough as it leaves room

for weak assertions, i.e, assertions that are trivial to satisfy

and would not trigger any error if the target class C had

any incorrect behaviour. For instance, a tautology such as

assert(x >= y || x <= y) is a valid assertion that cannot

be falsified, but it is unlikely to be useful. In the case of

SpecFuzzer [37], the fuzzer reports thousands of candidate

assertions, and only a few are falsified by the test suite.

Such weak assertions are not useful and thus the use of

mutation analysis has been proposed to identify and discard

them (step 3) [37], [38], [50]. The underlying idea is that valid

assertions that are also coherent with every mutant’s execution

of target class C are weak because they represent properties

that hold also for buggy versions of C (the mutants). On the

contrary, assertions that do not hold for at least one mutant of

C, are useful because they are capable of distinguishing buggy

versions of the code. Given a target class C and a set A of

candidate assertions that are consistent with the behavior of

C, a mutant C’ of C is called assertion inferring if at least

one assertion in A is able to kill of C’.
Despite being effective for discarding weak assertions,

mutation analysis suffers from scalability issues due to the

large number of mutants that can be generated from even

a small piece of code. This adversely affects the overall

performance of assertion inference techniques, especially on

large subjects. Our goal in this paper is to effectively identify

Assertion Inferring Mutants to improve the scalability of

assertion inference techniques.

C. Mutant Selection

Mutation analysis is computationally expensive even beyond

its use for assertion inference. This is mainly due to the large

number of mutants that it introduces, all of which require

analysis and execution. To reduce its application cost, it is

imperative to limit the number of mutants to those that are

actually useful, prior to any manual mutant analysis or test

execution. This problem is known as the mutant selection

problem [43] and has been studied in the form of selective

mutation [39], [57], i.e., restricting the number of transforma-

tions to be used, with limited success [11], [31]. A main issue

with selective mutation is the simple syntactic-based nature of

the selection process: a restricted set of transformations is ap-

plied in every appropriate program location, thus ignoring the

program semantics and the contexts of the mutated locations.

D. Subsuming Mutants

In traditional mutation testing – where the goal is to assess

the ability of a test suite in “killing” mutants (i.e., distinguish-

ing the observable behaviors of the mutant and the original

program) – one can reduce the number of mutants to be

analyzed by identifying the subsuming mutants [3], [23], [30].

Given two mutants M1 and M2, M1 subsumes M2 if every

test case T killing M1 also kills M2. The cost of mutation

analysis can then be reduced by identifying the minimal subset

of subsuming mutants, such that any test suite able to kill

these mutants can also kill the entire set of killable mutants

(excluding mutants that are functionally equivalent to the

original program and cannot be killed). Hence, practitioners

can perform mutation testing efficiently by analyzing only

subsuming mutants.

Given the potential of subsuming mutants in reducing

mutation testing overhead, it is reasonable to investigate if they
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QueueAr_getFront

Subsuming Mutant Both

5 39 40, 41, 43

3

49

8, 12, 13

6 2 42

Assertion Inferring Mutant

Fig. 2. Mutant subsumption hierarchy for the subject QueueAr_getFront
showing the positions of Assertion Inferring Mutants and Subsuming Mutants

are also suitable for assertion inference, i.e., if they can help

to more efficiently discard weak assertions. As we discuss in

Section VII-A, subsuming mutants are generally not sufficient

for the assertion inference task as their use results in losing

almost half of the inferred assertions, compared to considering

all mutants.

III. ILLUSTRATIVE EXAMPLE

Figure 2 shows the mutants generated for the method

getFront() of class QueueAr, one of our subjects. The

graph depicts the mutants’ subsumption hierarchy, which is a

standard way of representing subsumption relations between a

set of mutants generated from a given subject. Nodes represent

mutants of the subject, and an edge connecting mutant M1 to

mutant M2 represents the fact that M2 is subsumed by M1.

In our example, mutant 39 subsumes mutants 2, 3 and 42.

Mutually subsuming mutants are typically merged into a single

node – e.g., mutants 40, 41 and 43 are mutually subsuming.

Our figure highlights in purple the subsuming mutants (those at

the top of the hierarchy), and in green the Assertion Inferring
Mutants.

To analyze the impact that mutation analysis has in the

inference process, we first inferred assertions with Spec-

Fuzzer [37] on the subject QueueAr_getFront with its

default configuration, i.e., using all available mutants. Spec-

Fuzzer inferred 27 assertions, with the assertion filtering step

via mutation analysis (step 3 of Figure 1) taking 91 minutes

on our infrastructure (see Section VI). By contrast, if we only

use subsuming mutants in the filtering step, it only takes 2.5

minutes (36.4 times faster), but produces just 5 assertions.

These results evidence that, while reducing the number of

mutants to analyze can improve the computational efficiency

of the filtering process, subsuming mutants are not appropriate

for this task. Intuitively, this is because the initial purpose

of subsuming mutants is to minimize the number of tests

needed to kill all mutants. In the context of assertion inference

one aims instead at inferring all valid assertions that can

distinguish the mutants from the original code, that is, generate

as many assertions that capture the specific code properties.

For instance, in our QueueAr_getFront example, 5 out

of the 27 inferred assertions are falsified when executing

mutant 5. On the other hand, mutant 6 helps in inferring 21

assertions (i.e., 21 out of the 27 assertions are falsified during

mutant 6 execution); while mutant 2 helps in inferring the

remaining assertion. In other words, by considering only the

five subsuming mutants (i.e., mutants 5, 39, 40, 41 and 43), and

discarding subsumed mutants (including mutants 6 and 2), the

assertion inference results in reporting only 5 assertions, losing

22 strong assertions that could have been inferred by using just

the three Assertion Inferring Mutants (or the entire pool of

mutants at the expense of a significantly higher computational

cost).

The above example demonstrates the difference between

Subsuming Mutants and Assertion Inferring Mutants, and the

need for an approach that can efficiently identify the latter in

order to save valuable time on the mutation analysis step, while

maintaining the benefits of assertion inference. The Seeker
technique that we propose in this paper is the first mutant

selection method especially designed for predicting Assertion
Inferring Mutants, making existing specification inference

techniques more efficient and scalable. As an example, on

the QueueAr getFront example, Seeker predicts mutant 6 as

assertion inferring mutant and helps SpecFuzzer to infer 21

assertions (out of 27 assertions when using all mutants), using

only a fraction of the computation time (30 seconds) that

analyzing all mutants requires (91 minutes).

IV. APPROACH

The main objective of Seeker is to predict whether a mutant

(of a previously unseen piece of code) is likely to be assertion

inferring. To make our approach lightweight in terms of engi-

neering and computational effort, we want Seeker to be able

to (a) learn relevant features of Assertion Inferring Mutants
without requiring manual feature definition, and (b) do so

without costly dynamic analysis of mutant executions. To

achieve this, we decompose our problem into two parts: learn

a representation of mutants using code embedding techniques,

and learn to predict, based on such embeddings, whether the

represented mutants are Assertion Inferring Mutants.

A. Overview of Seeker

Figure 3 shows an overview of Seeker. We decompose our

approach into three steps that we detail later on in this section:

1) Build a token representation: Seeker pre-processes the

original code in order to remove irrelevant information and

produces abstracted code, which is then tokenized to form a

sequence of tokens. Each mutant is ultimately transformed

into its corresponding token representation and undergoes

the next step.

2) Representation learning: We train an encoder-decoder

model to generate an embedding, aka vector representation

of the mutant. This step is where Seeker automatically

learns the relevant features of mutants without requiring

an explicit definition of these features.
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// Returns the 
minimum of two 
integers
public static int 
min(int x, int y) {

int ret;
if (x <= y) 
{ ret = x; }
else 
{ ret = y; }
return ret;

}

Abstraction

public static int 
VAR_1(int VAR_2, int 
VAR_3) {

int VAR_4;
if (VAR_2 <= VAR_3) 
{ VAR_4 = VAR_2; }
else 
{ VAR_4 = VAR_3; }
return VAR_4;

}

Mutant 
Annotation

public static int 
VAR_1(int VAR_2, int 
VAR_3) {

int VAR_4;
MST if (VAR_2 <= 

VAR_3) MSP 
ROR:!=(int,int):<(int,int) 

{ VAR_4 = VAR_2; }
else 
{ VAR_4 = VAR_3; }
return VAR_4;

}

Flattening

public static int VAR_1 ( int VAR_2 
, int VAR_3 ) { int VAR_4 ; MST if ( 
VAR_2 <= VAR_3 ) MSP 
ROR:!=(int,int):<(int,int) { VAR_4 = 
VAR_2 ; } else { VAR_4 = VAR_3 ; }
return VAR_4 ; }

public static int VAR_1 ( int VAR_2 
, int VAR_3 ) { int VAR_4 ; MST if ( 
VAR_2 <= VAR_3 ) MSP 
ROR:!=(int,int):<(int,int) { VAR_4 = 
VAR_2 ; } else { VAR_4 = VAR_3 ; }
return VAR_4 ; }

Encoder-
Decoder Embeddings

Labels
Classifier
Training Trained 

Classifier Label

Sequence Creation 

Training Testing

Unseen
Embedding

Embeddings
For

Training

Unseen
Embeddings

(Test Set)

Fig. 3. Overview of Seeker: Source code is abstracted and annotated to represent a mutant, which is further flattened to create a space separated sequence
of tokens. An encoder-decoder model is trained on token sequences to generate mutant embeddings. A classifier is trained on these embeddings and their
corresponding labels (whether or not the mutant is assertion inferring). The trained classifier can then be used for label prediction of an unseen mutant.

3) Classification: Seeker trains a classification model to clas-

sify the mutants (based on their embeddings) as Assertion
Inferring Mutants or not. The true labels used for training

are obtained by running SpecFuzzer on the original code,

and checking whether the mutants are Assertion Inferring
Mutants (i.e., which mutants are killed only by assertions

coherent with the test-suite).

It is interesting to note that the mutant representation learned

by Seeker does not depend on the particular set of assertions

that SpecFuzzer (or any other assertion inference technique)

would check against the mutant. Seeker aims instead at learn-

ing properties of the mutants (and their surrounding contexts)

that are generally useful for assertion inference. This is in line

with the recent work on contextual mutant selection [12], [23],

[27] that aims at selecting high utility mutants for mutation

testing. This characteristic makes Seeker applicable to pieces

of code that have not been seen during training. In particular,

our experiments reveal the ability of Seeker to be effective on

projects not seen during training.

The assertion inference technique that is used to build the

true labels in the classification task is very important as this

technique should produce assertions that capture the software

behavior as precisely as possible in order to distinguish the

buggy versions of the code, i.e., mutants. This is an essential

condition for our classifier to provide relevant prediction

results. In our study, we employ SpecFuzzer [37] that has been

shown to outperform related techniques (i.e., GAssert [50]

and EvoSpex [38]) in assertion inference by inferring 7 times

more assertions than GAssert, and 15 times more assertions

than EvoSpex. Simultaneously, it has been shown to achieve

better performance (F-1 score) than the related approaches for

producing developer-validated assertions.

B. Training Sequences Generation

A major challenge in learning from raw source code is

the huge vocabulary created by the abundance of identifiers

and literals used in the code [2], [52], [53]. In our case, this

large vocabulary may hinder Seeker’s ability to learn relevant

features of Assertion Inferring Mutants. Thus, we first abstract

original (non-mutated) source code by replacing user-defined

entities (function names, variable names, and string literals)

with generic identifiers that can be reused across the source

code file. During this step, we also remove code comments.

This pre-processing yields an abstracted version of the original

source code, as the abstracted code snippet in Figure 3.

To perform the abstraction, we use the publicly available

tool src2abs [52]. This tool first discerns the type of each

identifier and literal in the source code. Then, it replaces

each identifier and literal in the stream of tokens with a

unique ID representing the type and role of the identifier/literal

in the code. Each ID <TYPE>_# is formed by a prefix,

(i.e., <TYPE>_ ) which represents the type and role of

the identifier/literal, and a numerical ID, (i.e., #) which is

assigned sequentially when reading the code. These IDs are

reused when the same identifier/literal appears again in the

stream of tokens. Although we use src2abs, one can use any

other utility that identifies user-defined entities and replaces

such with reusable identifiers.

Next, to represent a mutant, we annotate the abstracted

code with a mutation annotation on the statement where the

mutation is to be applied. These annotations have the general

shape “MST statement MSP MutationOperator”, where

MST and MSP denote mutation annotation start and stop,

respectively, and are followed by a MutationOperator to

indicate the applied mutation operation (as shown in figure 3).

We repeat the process for every mutant.

Finally, we flatten every mutant (by removing newline,

tabs and extra whitespace) to create a single space separated

sequence of tokens. Using these sequences, we intend to

capture as much code as possible around the mutant without

incurring in a prohibitively expensive training time [21]–[23],

[52], [54]. We found a sequence length of 500 tokens to be a

good fit for our task as it does not exceed 24 hours of training

time (wall clock) on a Tesla V100 GPU.
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C. Embedding Learning with Encoder-Decoder

Our next step is to learn embeddings, aka vector repre-

sentations, from mutants’ token representation that can later

on be used to train a classification model. We develop an

encoder-decoder model, a neural architecture commonly used

in representation learning tasks [29]. The key principles of our

encoder-decoder architecture are that the encoder transforms

the token representation into an embedding and the decoder

attempts to retrieve the original token representation from

the encoded embedding. The learning objective is then to

minimize the binary cross-entropy between the original token

representation and the decoded one. Once the model training

has converged, we can compute the embedding from any other

mutant’s token representation by feeding the latter into the

encoder and retrieving the output.

We use a bi-directional Recurrent Neural Network

(RNN) [10] to develop our encoder-decoder, as previous

works on code learning have demonstrated the effectiveness

of these models to learn useful representations from code

sequences [5], [21]–[23], [49]. We build Seeker on top of tf-
seq2seq [1], an established general-purpose encoder-decoder

framework. We use a Gated Recurrent Units (GRU) net-

work [13] to act as the RNN cell, which was shown to

perform better than simpler alternatives (e.g. simple RNNs)

both in software engineering and other learning tasks [23],

[48]. To achieve good performance with acceptable model

training time, we utilize AttentionLayerBahdanau [6] as our

attention class, configured with 2 layered AttentionDecoder

and 1 layered BidirectionalRNNEncoder, both with 256 units.

To determine the number of training epochs for model

convergence, we conducted a preliminary study involving a

small validation set (independent of both the training and test

sets used in our evaluation) where we monitor the model’s

performance in replicating (as output) the same mutant se-

quence provided as input. We pursue training the model until

the training performance on the validation set does not further

improve. We found 10 epochs for the sequences up to a length

of 500 tokens to be a good default for our validation sets.

D. Classifying Assertion Inferring Mutants

Next, we train a classification model in predicting whether

a mutant (represented through the embedding produced by the

RNN encoder) is likely to be an assertion inferring mutant. The

learning objective here is to maximize the classification perfor-

mance (which we mainly measure with Matthews Correlation

Coefficient (MCC), see Section VI-B). To obtain our true

classification labels, we run an assertion inference technique

(viz. SpecFuzzer) using all available mutants and exhaustively

determined which mutants are assertion inferring. As for the

classification model, we rely on random forests [9] because

these are lightweight to train and have shown to be effective

in solving various software engineering tasks [26], [45]. We

used standard parameters for random forests, viz. we set the

number of trees to 100, use Gini impurity for splitting, and

set the number of features (i.e., embedding logits) to consider

at each split to the square root of the total number of features.

Once the model training has converged, we can use the

random forest to predict whether an unseen mutant is likely to

be assertion inferring. For the actual classification, we make

the mutant go through the pre-processing pipeline to obtain

its abstract token representation, then feed it into the encoder-

decoder architecture to retrieve its embedding and finally input

it into the classifier to obtain the predicted label (assertion

inferring or not).

V. RESEARCH QUESTIONS

We start our analysis by investigating the prediction per-

formance of Seeker to select Assertion Inferring Mutants and

compare whether these can be approximated by other sets of

mutants, namely, Subsuming Mutants. Thus, we ask:

RQ1 Prediction Evaluation: How effective is Seeker in predict-

ing Assertion Inferring Mutants? Can subsuming mutants

approximate them?

To determine which mutants are assertion inferring (i.e.

those killed by at least one assertion), we consider the dataset

provided by Molina et al. [37] and execute the state of the art

assertion inference technique SpecFuzzer on 40 subjects with-

out discarding any mutant. Then, we analyze the performance

of Seeker in identifying these mutants. We compare the results

with the set of subsuming mutants since they form the main

objective of mutant selection [23], [32], [41] with numerous

strategies targeting them [23], [24], [27], [35].

Since Seeker’s predictions might not be perfect, we also

assess its performance in the context of assertion inference,

and contrast it with other mutant selection strategies, namely,

random mutant selection and subsuming mutants. We consider

random mutant selection since it is an untargeted method that

is often superior to many mutant selection strategies [25], [58]

and is considered by the literature as a strong baseline [12],

[23], [32]. Hence, we check the effectiveness (completeness

w.r.t. to using all mutants) and efficiency (how much time

is required) of SpecFuzzer [37] when utilizing the different

mutant subsets over all supported mutants. Therefore, we ask:

RQ2 Inference Evaluation: How effective and efficient is

Seeker in comparison to subsuming, randomly selected

and all mutants baseline methods with respect to the

assertion inference task?

For this task, we re-execute SpecFuzzer on the 40 subjects, by

selecting the mutants following Seeker and our two baseline

mutant selection techniques (subsuming and random mutant

selection), and compare its performance when executing Spec-

Fuzzer without discarding any mutant.

Finally, in order to investigate if Seeker’s predicted mutants

can help the assertion inference technique SpecFuzzer to scale,

additional subjects (other than the subjects considered by

Molina et al. [37]) must be taken into account. Here, we

determine if considering only Seeker’s predicted mutants can

aid SpecFuzzer to infer assertions in cases where SpecFuzzer

times out if all mutants are considered. Thus, we conduct

experiments on 6 large subjects from GitHub (Table I) where
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SpecFuzzer timed out. We also compare SpecFuzzer’s per-

formance when it considers Seeker’s predicted mutants vs an

equal number of randomly selected mutants. Hence, we ask:

RQ3 Scalability Evaluation: How does the inclusion of Seeker
in assertion inference techniques impact scalability?

VI. EXPERIMENTAL SETUP

A. Data and Tools

We select 46 Java methods; 40 subjects used in previous

studies [37], [38], [50] for evaluating Seeker’s performance

in RQ1 and RQ2, and 6 larger subjects from GitHub for the

scalability evaluation in RQ3.

Table I records the details of our dataset. For each method

analyzed, it reports the total number of mutants generated,

the number of Assertion Inferring Mutants, and the total

number of assertions inferred when considering all mutants

(i.e., without mutant selection).

To perform mutation testing we use Major [28], and to con-

struct comprehensive test suites (and improve the chances to

infer true assertions), we use EvoSuite [18] and Randoop [40]

to augment the developer test suites, similarly to what was

done by previous work [37].

B. Prediction Performance Metrics

Seeker’s predictions can result in four types of outputs.

Given a mutant that is assertion inferring, if it is predicted as

assertion inferring, then it is a true positive (TP); otherwise,

it is a false negative (FN). Vice-versa, if a mutant that does

not infer any assertion is predicted as assertion inferring, then

it is a false positive (FP); otherwise, it is a true negative

(TN). We can then compute the traditional evaluation metrics

such as Precision and Recall, which quantitatively evaluate the

prediction accuracy of prediction models.Intuitively, Precision
indicates the ratio of correctly predicted positives over all

the considered positives. Recall indicates the ratio of cor-

rectly predicted positives over all actual positives. Yet, these

metrics do not take into account the true negatives and can

be misleading, especially in the case of imbalanced data.

Hence, we complement these with the Matthews Correlation
Coefficient (MCC), a reliable metric of the quality of prediction

models [56]. It is regarded as a balanced measure that can be

used even when the classes are of very different sizes [47],

as in our case, where we have 12.95% Assertion Inferring
Mutants in total, for the 40 subjects in the dataset (Table I).

MCC is calculated as:

MCC =
TP × TN − FP × FN

√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)

MCC returns a coefficient between 1 and -1. An MCC value of

1 indicates a perfect prediction, while a value of -1 indicates

a perfect inverse prediction, i.e., a total disagreement between

prediction and reality. MCC value of 0 indicates that the

prediction performance is equivalent to random guessing.

C. Experimental Procedure

To answer our RQs we execute SpecFuzzer to infer asser-

tions for all subjects (Table I) with its default setup, i.e., using

all mutants to filter candidate assertions during the mutation

analysis step (Figure 1). We also determine Assertion Inferring
Mutants and Subsuming Mutants from SpecFuzzer execution

logs for the 40 subjects used in RQ1 and RQ2. Once the

mutants are labeled, we re-execute SpecFuzzer by employing

the following 3 mutant selection techniques:

• Subsuming Mutant Selection. We execute SpecFuzzer by

only considering subsuming mutants for mutation analysis.

• Seeker. We train models on Assertion Inferring Mutants and

perform k-fold cross validation (where k = 5) at the project

level, i.e., we train on 32 subjects and evaluate/test on 8

unseen during testing subjects, and repeat 5 times. Once

we get the predictions for all 40 subjects, we re-execute

SpecFuzzer by only considering the mutants predicted as

assertion inferring.

• Random Mutant Selection. We randomly select an equal

number of mutants (equal to the number of mutants pre-

dicted as assertion inferring) from the original set of mu-

tants and re-execute SpecFuzzer by only considering these

randomly selected mutants. We repeat this step 10 times

to eliminate the chances to report coincidental results. We

report the median case results.

To answer RQ1, we compute the Prediction Performance

Metrics of Seeker in order to show its learning ability. This

is a sanity check that our prediction modeling framework

indeed manages to predict something well. However, predic-

tion results do not reflect the end-task (assertion inference)

performance since mutants are not independent, there are

large overlaps between the tests and assertions that lead to

mutant kills. To answer RQ2, we thus measure the cost of

the employed mutant selection technique, i.e., how many of

the assertions inferred when all mutants are considered, are

not inferred when mutant selection is used, and the benefit

gained, i.e., the improvement in terms of wall clock time.

To answer RQ3, i.e., if Seeker’s predicted mutants can

help SpecFuzzer to infer assertions for 6 subjects where it

was not able to infer any assertion (timed out when all

mutants were considered for analysis), we retrain Seeker on

all 40 subjects (with available labeled mutants) and predict

likely Assertion Inferring Mutants for these 6 subjects. We

re-execute SpecFuzzer by only using the predicted mutants

and by discarding all other mutants from the original set.

Additionally, we randomly select mutants in a similar fashion

as before (following RQ2 experimental procedure) and re-

execute SpecFuzzer accordingly to compare performance with

Random Mutant Selection. Thus to answer RQ3 we measure –

1) In how many subjects, the selected mutants lead to assertion

inference, and 2) The ratio of assertion inferring mutants from

the entire set of mutants.
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TABLE I
THE TABLE RECORDS THE TEST SUBJECTS, METHOD DETAILS, ALL MUTANTS COUNT, ASSERTION INFERRING MUTANTS COUNT, AND INFERRED

ASSERTIONS COUNT WHEN ALL MUTANTS ARE CONSIDERED, (I.E., SPECFUZZER’S DEFAULT EXECUTION WITH NO MUTANT SELECTION).
ADDITIONALLY, THE TABLE RECORDS Seeker’S PREDICTION PERFORMANCE SCORES FOR EVERY PROJECT.

Subject Method All Assertion All Seeker’s Prediction Performance
Mutants Inferring Inferred

Mutants Assertions TP TN FP FN Precision Recall MCC

ArithmeticUtils subAndCheck math.ArithmeticsUtils.subAndCheck 16 2 3 1 14 0 1 1.0 0.5 0.68
BooleanUtils compare lang.BooleanUtils.compare 13 13 29 13 0 0 0 1.0 1.0 1.0
composite addChild eiffel.Composte.addChild 35 6 185 6 28 1 0 0.86 1.0 1.0
doublylinkedlistnode insertRight eiffel.DLLN.insert right 18 7 16 1 11 0 6 1.0 0.14 0.3
doublylinkedlistnode remove eiffel.DLLN.remove 18 4 21 1 14 0 3 1.0 0.25 0.45
Envelope maxExtent tsuite.Envelope.maxExtent 56 10 188 6 45 1 4 0.86 0.6 0.67
FastMathNew floor math.FastMath.floor 42 18 60 1 24 0 17 1.0 0.06 0.18
IntMath mod guava.IntMath.mod 21 15 199 12 5 1 3 0.92 0.8 0.62
listcomp02 insert r cozy.ListComp02.insert r 20 2 1 1 18 0 1 1.0 0.5 0.69
listcomp02 insert s cozy.ListComp02.insert s 20 1 1 1 19 0 0 1.0 1.0 1.0
map count eiffel.Map.count 63 3 4 1 60 0 2 1.0 0.33 0.57
map extend eiffel.Map.extend 65 9 10 1 56 0 8 1.0 0.11 0.31
map remove eiffel.Map.remove 63 1 1 1 62 0 0 1.0 1.0 1.0
MathUtilsNew copySignInt math.MathUtils.copySignInt 48 2 16 1 46 0 1 1.0 0.5 0.7
MathUtil clamp tsuite.MathUtil.clamp 11 8 12 8 2 1 0 0.89 1.0 1.0
maxbag add cozy.MaxBag.add 748 53 49 1 695 0 52 1.0 0.02 0.13
maxbag getMax cozy.MaxBag.get max 749 21 25 19 727 1 2 0.95 0.9 0.93
maxbag remove cozy.MaxBag.remove 748 67 26 44 680 1 23 0.98 0.66 0.79
polyupdate a1 cozy.PolyUpdate.a 54 26 100 26 27 1 0 0.96 1.0 1.0
polyupdate sm cozy.PolyUpdate.sm 56 13 73 13 42 1 0 0.93 1.0 1.0
QueueAr dequeue daikon.QueueAr.dequeue 66 9 68 1 57 0 8 1.0 0.11 0.31
QueueAr dequeueAll daikon.QueueAr.dequeueAll 67 11 69 1 56 0 10 1.0 0.09 0.28
QueueAr enqueue daikon.QueueAr.enqueue 66 17 119 1 49 0 16 1.0 0.06 0.21
QueueAr getFront daikon.QueueAr.getFront 67 3 27 1 62 0 4 1.0 0.2 0.43
QueueAr makeEmpty daikon.QueueAr.makeEmpty 67 20 73 1 47 0 19 1.0 0.05 0.19
ringbuffer count eiffel.RingBuffer.count 101 28 119 15 72 1 13 0.94 0.54 0.64
ringbuffer extend eiffel.RingBuffer.extend 101 20 148 5 80 1 15 0.83 0.25 0.4
ringbuffer item eiffel.RingBuffer.item 101 11 116 11 89 1 0 0.92 1.0 1.0
ringbuffer remove eiffel.RingBuffer.remove 101 14 143 14 86 1 0 0.93 1.0 1.0
ringbuffer wipeOut eiffel.RingBuffer.wipe out 101 13 95 13 87 1 0 0.93 1.0 1.0
simple-examples abs oasis.SimpleMethods.abs 20 18 30 18 1 1 0 0.95 1.0 1.0
simple-examples addElementToSet oasis.SimpleMethods.addElementToSet 3 2 1 2 1 0 0 1.0 1.0 1.0
simple-examples getMin oasis.SimpleMethods.getMin 7 6 51 1 1 0 5 1.0 0.17 0.17
StackAr makeEmpty daikon.StackAr.makeEmpty 47 13 47 1 34 0 12 1.0 0.08 0.24
StackAr pop daikon.StackAr.pop 63 10 35 1 53 0 9 1.0 0.1 0.29
StackAr push daikon.StackAr.push 55 6 25 1 49 0 5 1.0 0.17 0.39
StackAr top daikon.StackAr.top 50 8 3 1 42 0 7 1.0 0.12 0.33
StackAr topAndPop daikon.StackAr.topAndPop 54 13 68 1 41 0 12 1.0 0.08 0.24
structure foo cozy.Structure.foo 27 5 1 1 22 1 4 0.5 0.2 0.23
structure setX cozy.Structure.setX 26 15 131 10 11 0 5 1.0 0.67 0.68
EmailScanner findFirst nibor.autolink.internal.EmailScanner.findFirst 134 Subject considered for Scalability Evaluation (RQ3)* — SpecFuzzer timed out
EmailScanner scan nibor.autolink.internal.EmailScanner.scan 134 Subject considered for Scalability Evaluation (RQ3)* — SpecFuzzer timed out
IdentityHashSet isEmpty leplus.ristretto.util.IdentityHashSet.isEmpty 23 Subject considered for Scalability Evaluation (RQ3)* — SpecFuzzer timed out
OptionGroup setRequired apache.commons.cli.OptionGroup.setRequired 34 Subject considered for Scalability Evaluation (RQ3)* — SpecFuzzer timed out
OptionGroup setSelected apache.commons.cli.OptionGroup.setSelected 34 Subject considered for Scalability Evaluation (RQ3)* — SpecFuzzer timed out
Scanners findUrlEnd nibor.autolink.internal.Scanners.findUrlEnd 111 Subject considered for Scalability Evaluation (RQ3)* — SpecFuzzer timed out

* Subjects for which SpecFuzzer timed out during mutation analysis are considered for Scalability Evaluation (RQ3).

VII. EXPERIMENTAL RESULTS

A. Prediction Evaluation (RQ1)

Figure 4 shows a Venn diagram recording the distribution

of Assertion Inferring Mutants and subsuming mutant sets. We

can observe that the set of subsuming mutants is significantly

different from the set of Assertion Inferring Mutants. Only

a small number of subsuming mutants (75 out 264) are also

assertion inferring, while a large number of Assertion Inferring
Mutants (450 out of 525) are not subsuming. This shows that

subsuming mutant selection is not well suited for the assertion

inference task. Moreover, the set of assertion-inferring mutants

represents 12.9% of the killable mutants, suggesting that an

effective mutant selection strategy would allow for drastic

assertion inference overhead reductions.

Venn diagram from Figure 5 shows that Seeker detects

almost half of Assertion Inferring Mutants (258 out 525).

Table I depicts Seeker’s prediction performance across all 40

projects. Overall, Seeker predicts Assertion Inferring Mutants
with 0.79 Precision, 0.49 Recall, and 0.58 MCC, a much better

performance than random mutant selection (whose MCC value

is 0). Thus, Seeker can provide significant improvements in

terms of inferred assertions over baseline methods.

Answer to RQ1: Seeker predicts Assertion Inferring Mutants
with 0.58 MCC, 0.79 Precision, and 0.49 Recall. The

class of subsuming mutants cannot reliably select Assertion
Inferring Mutants (only 28% of the subsuming mutants are

also assertion inferring).

B. Inference Evaluation (RQ2)

Table II records SpecFuzzer’s performance w.r.t. assertion

inference by employing different mutant sets, i.e, Subsuming
Mutant Selection, Seeker, and Random Mutant Selection. The

results show that when SpecFuzzer uses Seeker’s predicted

mutants, it infers 87.51% of total assertions, i.e., only 12.49%

of the assertions ares missed (the cost of considering only

Seeker’s predicted mutants) with 46.29 times faster mutation

analysis than using all the mutants (and 2.5 times faster than

considering subsuming mutants). Seeker enables SpecFuzzer

to infer at least one assertion for all subjects, and successfully

infers all assertions for 23 subjects.
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Fig. 4. Mutant Class distribution

Fig. 5. Prediction distribution

When SpecFuzzer uses the subsuming mutants, it infers

57.77% of total assertions. It infers all assertions for 5 subjects

but fails to infer any for 7 subjects. Although it misses 42.23%

of the assertions (the cost of considering only subsuming

mutants), diminishing the benefit of an improved mutant

analysis time (19.16 times faster than using all mutants). A

good improvement in the mutation testing time is noted when

SpecFuzzer uses randomly selected mutants, but it fails to infer

48.53% of total assertions. In 2 cases it infers all assertions and

fails to infer any assertion for 2 other cases. Overall, Seeker
outperforms both, random and subsuming mutant selection,

with a statistically significant3 sizeable difference.

Answer to RQ2: Seeker enables SpecFuzzer to infer as-

sertions for all subjects, running 46.29 times faster at the

expense of 12.49% of the assertions. At the same time,

Seeker enables SpecFuzzer to infer 36% and 30% more

assertions than Random Mutant Selection and Subsuming
Mutant Selection, runs 2.5 times faster than Subsuming
Mutant Selection and requires similar execution time (wall

clock) to Random Mutant Selection.

C. Scalability Evaluation (RQ3)

Table III records the results of SpecFuzzer’s performance

in inferring assertions when it employs Seeker and Random
Mutant Selection, for the subjects where mutation analysis

with all mutants timed out. Seeker selected 2.99% mutants

3We compared the inferred assertion percentages using Wilcoxon sign-rank-
test and obtained a p− value < 0.05.

TABLE II
RQ2 RESULTS - PERFORMANCE OF ASSERTION INFERENCE

Mutation filtered assertion inference
With Subsuming With With Random
Mutant Selection Seeker Mutant Selection

Inferred Assertions 57.77% 87.51% 51.47%
(per Subject)
Missed Assertions 42.23% 12.49% 48.53%
(Cost)
Improvement in 19.16 times 46.29 times 47.34 times
Time (Benefit)

Subjects with assertions inferred

Total Subjects# 40 With Subsuming With With Random
Mutant Selection Seeker Mutant Selection

Subjects with All 5 23 2
assertions inferred
Subjects with No 7 0 2
assertion inferred

TABLE III
RQ3 RESULTS - SCALABILITY EVALUATION

Assertion Inferring Mutants (among mutants selected)
Mutants selected: 2.99% from the With With Random
entire mutant set (per subject) Seeker Mutant Selection

Assertion Inferring Mutants 83.33% 16.67%
(among selected mutants)

Inferred assertions#

Subject With With Random
Seeker Mutant Selection

EmailScanner findFirst 85 58
EmailScanner scan 192 0
IdentityHashSet isEmpty 3 2
OptionGroup setRequired 8 8
OptionGroup setSelected 8 0
Scanners findUrlEnd 23 0

from the entire mutant set. Among the predicted mutants,

83.33% mutants are assertion inferring. When an equal number

of mutants are selected using Random Mutant Selection,

only 16.67% of mutants selected are assertion inferring.

When SpecFuzzer considers only Seeker’s predicted mutants

for assertion filtering, it infers assertions for all subjects

mentioned in Table III within 16 minutes, on average. On the

other hand, for 50% of the subjects (3 out of 6), SpecFuzzer

fails to infer any assertion if it uses Random Mutant Selection.

Answer to RQ3: Seeker enables SpecFuzzer to scale by in-

ferring assertions for all subjects where a complete mutation

analysis timed out and Random Mutant Selection failed in

50% of the cases.

VIII. DISCUSSION

In the work of Molina et al. [37], the authors carefully

studied the subjects and manually produced corresponding

Ground Truth assertions capturing the intended behavior of the

subjects. SpecFuzzer [37] was able to infer the ground truth

assertions for 26 subjects, when all mutants were considered

for assertion inference. Hence, we also compared the effec-

tiveness of all three mutant selection techniques in inferring

Ground Truth assertions and assessed how Seeker compares

with the subsuming and randomly selected mutants in terms

of inferred ground truth assertions.
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TABLE IV
DISCUSSION - INFERRING GROUND TRUTH ASSERTIONS

Ground Truth assertion inference
With Subsuming With With Random
Mutant Selection Seeker Mutant Selection

Inferred Assertions 67.31% 96.15% 19.23%
(per Subject)

Subjects with assertions inferred

Total Subjects# 26 With Subsuming With With Random
Mutant Selection Seeker Mutant Selection

Subjects with All 17 25 5
assertions inferred
Subjects with No 8 1 21
assertion inferred

Table IV records SpecFuzzer’s performance in ground truth

assertion inference by employing the different mutant selec-

tion techniques. On considering Seeker’s predicted mutants,

SpecFuzzer infers almost all (96.15%) ground truth assertions,

which is superior to both Random Mutant Selection (infers

19.23%) and Subsuming Mutant Selection (infers 67.31%).

Also, Seeker’s predicted mutants enable SpecFuzzer to infer

at least one ground truth assertion for all subjects except for

one subject (doublylinkedlistnode insertRight). This evidences

that Seeker can help in inferring quality assertions, in this case,

human-written and manually validated assertions.

IX. THREATS TO VALIDITY

External Validity: Threats may relate to the subjects we

used. Although our evaluation expands to projects of various

sizes, the results may not generalize to other projects. We

consider this threat of low importance since we have a large

sample of subjects (40 subjects from the previous studies [37],

[38], [50] and 6 subjects from GitHub for scalability eval-

uation). Moreover, our predictions are based on the local

mutant context, that has been shown to be determinant of

mutants’ utility [23], [27]. Other threats may relate to the

assertion inference technique that we used for evaluation. This

choice was made since SpecFuzzer is the current state of

the art and operates similarly to other techniques (the main

differences lie in the grammar used). We consider this threat

of low importance since Seeker deals with mutation analysis,

which is used in the same way by all assertion inference

techniques [37], [38], [50], and are directly impacted by

the number of mutants involved. Nevertheless, in case other

techniques require different predictions, one could re-train,

tune and use Seeker for the specific method of interest, as

we did here with SpecFuzzer.

Internal Validity: Threats may relate to the restriction that

we impose on sequence length, i.e., a maximum of 500 tokens.

This was done to enable reasonable model training time,

approximately 24 hours to learn mutant embeddings on a Tesla

V100 gpu. Other threats may be due to the use of tf-seq2seq [1]

for learning mutant embeddings. This choice was made for

simplicity, to use the related framework out of the box, similar

to related studies [21], [22], [52]. Other internal validity threats

could be related to the test suites we used and the mutants

considered as assertion inferring. To deal with this issue, we

used well-tested programs and state-of-the-art tools to generate

extensive pools of tests (Evosuite [18] and Randoop [40])

as done by previous work [37], [38], [50]. This is also a

typical process followed in mutation testing studies [23], [27],

[32], [41]. To be more accurate, our underlying assumption is

that the extensive pool of tests used in our experiments is a

reasonable approximation of the program’s test executions.

Construct Validity: Our assessment metrics (assertions in-

ferred and incurred time during mutation analysis) may not

reflect the actual cost or benefit values. These metrics are

intuitive, i.e., the inferred assertions are the output of assertion

inference techniques, and the incurred time during mutation

analysis is the wall clock time these techniques invest in

filtering assertions. We mitigate these threats by following

suggestions from mutation testing and assertion inference

literature, using state-of-the-art tools, performing multiple

simulations, and confirming consistent results across subjects.

X. CONCLUSION

We introduced the notion of Assertion Inferring Mutants and

demonstrated that this small subset of mutants (i.e., 12.95%

mutants of the entire mutant set) is sufficient to effectively

identify strong assertions. We also showed that this mutant

set is significantly different from Subsuming Mutants (i.e.,

71.59% of assertion inferring mutants are not subsuming).

Though subsuming mutants have been frequently cited in the

mutation testing literature and have been shown to improve

efficiency, they are not sufficient for the assertion inference

task as their use results in losing almost half of the strong

assertions. We also explored a learning-based approach, in

particular, the widely adopted encoder-decoder architecture

that can learn to statically identify assertion inferring mutants

from the given mutant sets, given their contextual information.

Our experiments on 40 subjects show that it identified assertion

inferring mutants with 0.58 MCC, 0.79 Precision, and 0.49

Recall. These predictions enabled 42.29 times faster assertion

inference with minor effectiveness loss (12.49% fewer asser-

tions inferred) compared to the use of all mutants. Moreover, it

enabled assertion inference technique SpecFuzzer to scale on

all our considered large subjects (by inferring assertions where

SpecFuzzer timed out previously) in comparison to Random
Mutant Selection which failed to infer any assertion in 50%

of the cases.

XI. DATA AVAILABILITY

In addition to our dataset consisting of all projects’ source

code, augmented test suites, generated mutants, and Spec-

Fuzzer execution logs, Seeker’s source code with additional

plots is also publicly available in our GitHub repository4.
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